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Stacking fault energy (SFE) is an important parameter to be considered in the design  of 
austenitic stainless steels (SS) due to its influence on magnetic susceptibility, atomic order 
changes and intergranular corrosion resistance. An extensive review of specialized literature was 
examined in order to understand the different methods that have been developed for the 
calculation of SFE. Characterization by transmission electron microscopy (TEM), linear 
expressions from data processing and first-principles quantum mechanics approximations are 
some techniques that have been used for the calculation of SFE. In the present work a feed 
forward backpropagation artificial neural network (ANN) was developed to predict the  SFE 
within given specific ranges of chemical compositions for austenitic SS. The experimental data  
were extracted from a research work reported by Yonezawa et al [1], and then  were analyzed 
for three different heat treatment conditions. The present model predicts SFE values with a 
correlation coefficient of 0.99, which is a minor error when is compared with other works in the 
literature. 

 
KEYWORDS: ABSTRACT 

 

Artificial Neural network, 
stacking fault energy, 
austenitic stainless steel. 

Stacking fault energy (SFE) is an important parameter to be considered in the design  of 
austenitic stainless steels (SS) due to its influence on magnetic susceptibility, atomic order 
changes and intergranular corrosion resistance. An extensive review of specialized literature was 
examined in order to understand the different methods that have been developed for the 
calculation of SFE. Characterization by transmission electron microscopy (TEM), linear 
expressions from data processing and first-principles quantum mechanics approximations are 
some techniques that have been used for the calculation of SFE. In the present work a feed 
forward backpropagation artificial neural network (ANN) was developed to predict the SFE 
within given specific ranges of chemical compositions for austenitic SS. The experimental data  
were extracted from a research work reported by Yonezawa et al [1], and then  were analyzed 
for three different heat treatment conditions. The present model predicts SFE values with a 
correlation coefficient of 0.99, which is a minor error when is compared with other works in the  
literature. 

 
Recibido: 25 de mayo de 2018 • Aceptado: 2 de marzo de 2020 • Publicado en línea: 30 de junio de 2020 

mailto:alfonso.romans@uaem.edu.mx
https://orcid.org/0000-0002-0695-3457


Programación Matemática y Software (2020) 12 (2): 65-74. ISSN: 2007-3283 

 

66 

 

1. INTRODUCTION 

Stacking represents the way in which the layers 

of atoms are found in the crystal lattice. Stacking 

faults are areas that have different crystal 

structure from the original. Therefore, stacking 

faults appear in FCC crystal when the sequence 

ABCABCABC ... of stacking of compact planes 

is interrupted. If the ordering from a certain plane 

happened to be ABABABA ..., that region would 

have an HCP structure. There are also intrinsic 

and extrinsic defects that are layers removed 

and added respectively. Thus, as the grain 

edges, the stacking faults are areas of atomic 

disorder consequently accumulate energy, 

therefore defects such as precipitates at the 

grain boundary, disorder atomic (presence of 

ferritic and martensitic phases) produce a 

greater reactivity in the crystalline lattice. In the 

last 60 years, several works have been carried 

out with different techniques to determinate the 

SFE, among them are characterization by 

transmission electron microscopy (TEM) [1,11-

17]; X-ray diffraction (XRD) [18-21]; neutron 

diffraction [16,22]. In the other hand, it has been 

developed expressions by linear multivariables 

analysis of experimental data [1, 12, 14, 23-26], 

and also computational thermodynamics and 

quantum mechanics first-principles simulations 

[1, 17, 27-31], including a recently model of a 

Bayesian neural network (BNN) for the SFE 

calculation developed by Arpan Das [32]. 

Yonezawa et al. [1] elaborated several austenitic 

SS, considering three heat treatments and its 

manufacture process. They calculated the SFE 

by TEM characterization of the three heat 

treatments, which were: solution heat treatment-

water cooling (SHTWC), solution heat treatment- 

 

furnace cooling (SHTFC), and aging (AGG) 

tratment.  In the order hand, ANN are nonlinear 

approximations that are based on a fraction of 

the complex functioning of biological neurons. 

An artificial neuron receives "inputs" (represent 

data of any type, whether original or from the 

outputs of other neurons). This input is 

transported by a connection with a certain level 

of "signal strength" (weight).  Inside it has a bias 

value to be adjusted in the same way. The sum 

of the inputs weighted by the weights  the bias 

value form the activation. This result is known as 

"activation signal", this is processed by an 

"activation function" or "transfer function" 

generating the output of the neuron [32-38]. In 

the present work a feed forward 

backpropagation ANN was developed to predict 

the SFE under given specific ranges of chemical 

compositions. The characterization data were 

taken from the Yonezawa´s et al [1] work, for 

three heat treatment conditions for each SS 

probe. Different arrangements of neural 

networks were built to evaluate their 

performance and find the best arrangement 

based on the correlation coefficient. 

 

2. METHOD 

The first step to build the ANN was to take the 

selected data from the Yonezawa´s work et al. 

2013 [1] and normalize them from 0-1. 

Subsequently, different ANN architectures were 

performed to evaluate the performance of the 

different arrangements. The input layer 

corresponds to the 33 chemical compositions of 

the alloys in wt%. One and two hidden layers 

were evaluated and finally the output layer  
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corresponds to 99 SFE calculations for the three 

different heat treatments (SHTWC, SHTFC and 

AGG). In order to create the ANN, the selected 

data were stochastically divided as follows: 63, 

12 and 12 for training, validation and testing 

respectively. To complete the ANN development, 

the 12 last data were simulated for the final 

validation. Also were evaluated two transfer 

functions, sigmoid and hyperbolic (figure 1), 

varying the number of neurons and hidden 

layers. The different ANN arrangements are 

shown in figure 2 a-b, figure 3 a-b and figure 4 a-

b.   

 
Figure 1. Activation functions 

 

Sigmoid and hyperbolic: 

• 10 neurons 1 hidden layer (10N1HL) 

and 10 neurons 2 hidden layers 

(10N2HL), show in figure 2 a-b. 

• 15 neurons 1 hidden layer (15N1HL) 

and 15 neurons 2 hidden layers 

(15N2HL), show in figure 3 a-b. 

• 20 neurons 1 hidden layer (20N1HL) 

and 20 neurons 2 hidden layers 

(20N2HL), show in figure 4 a-b. 

 

The minimum squared error (MSE) is the training 

error of the model, defined as: 

                   𝑀𝑆𝐸 =  
1

𝑁
∑ (𝑌𝑖 − 𝑆𝑖)2𝑁

𝑖=1                      (1) 

Where N is the training number, Si and Yi are 

outputs of the ith output neuron, where Si and Yi 

are the output of the experimental data and the 

approximated value, respectively [35]. To obtain 

a faster convergence, the gradient descent 

method was used and the Levenberg-Marquardt 

algorithm was selected for this purpose [39-41]. 

It is very important to mention that only one 

database was used to avoid calculations with 

different characterization techniques, linear 

equations and theoretical approximations by 

different methods, since if any manufacturing 

parameter, deformation or characterization 

technique is altered, the energy is directly 

affected. 

 

 
Figure 2. ANN´s architecture. a) 10N1HL. b) 10N2HL. 
 

 

 
Figure 3. ANN´s architectures. a) 15N1HL; b) 
15N2HL. 

a b 

a b 
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Figure 4. ANN´s architecture. a) 20N1HL b) 20N2HL 

 

To perform the correct supervised training, the 

input and output data were divided into 

percentages, of the total available data, 15% 

was saved for the final simulation. Therefore, the 

program was trained, validated and tested with 

the rest, being 100% for the program. This 

technique is performed to allow the artificial 

neural network to learn the behavior of the data, 

without being coupled only to training database. 

The simulation values are evaluated directly 

once the weights and biases are set.  

• Inside the program:  

o Training: 70%. 

o Validation: 15%.   

o Test: 15%.   

• Outside the program: 

o Simulation: 15%. 

The aforementioned numerical values for its 

reproducibility are available in Mendeley 

repository with the following DOI: 

10.17632/t2kr5b4965.1. 

3. Results 

In the design of this kind of predictive model, one 

of the most important factors is the performance 

evaluation of the different architectures of ANN. 

An evaluation of different architectures of  

 

network models was made to observe the 

performance of each one. Some arrangements 

were presented (36 neural networks designed), 

however more models were evaluated. 

Performance results were obtained for each 

designed ANN. Figures 5 a-c show the behavior 

of the prediction using the sigmoid function. 

Likewise, in figures 6 a-c the results for the 

networks with hyperbolic function are presented. 

In these arrangements, the performance was 

better than the presented in the arrangements 

with sigmoid function. 

 

 

 

Figure 5. Performance of the sigmoid function in 
different ANN architectures. a) SHTWC. b) SHTFC. c) 
AGG. 
  

a b 

a b 

c 
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Figure 6. Performance of the hyperbolic function in 
different ANN architectures. a) SHTWC. b) SHTFC. c) 
AGG. 

 

Table 1 shows the correlation values obtained 

for each ANN architecture. It was found that 

between the 10N1HL and 15N1HL 

arrangements, the prediction accuracy increases 

(area highlighted in red in Table 1). Finally, a 

search was carried out on the aforementioned 

arrangements, to find the most optimal 

arrangement based on the number of neurons 

(complexity for its reproducibility) and correlation 

coefficient. Therefore, the 12N1HL architecture 

was selected, shown in Figure 7. 

Finally, a comparison of the models was made 

by multivariable linear equations published by 

several authors; recent research was taken into 

account. Figure 8a shows the comparison of the 

whole the models, including the proposed by 

Yonezawa et al [1].   

 
 
 
 
 
 
 
 
 
 

 
Table 1. Coefficient correlation for sigmoid and 
hyperbolic transfers functions. 
 

ANN 
architecture 

Sigmoid 
SHTWC 

Sigmoid 
SHTFC 

Sigmoid 
AGG 

Hyperbolic 
SHTWC 

Hyperbolic 
SHTFC 

Hyperbolic 
AGG 

10N1HL 0.83 0.83 0.83 0.97 0.97 0.96 

10N2HL 0.12 0.01 0.05 0.92 0.93 0.95 

15N1HL 0.83 0.83 0.83 0.99 0.99 0.99 

15N2HL 0.83 0.83 0.83 0.94 0.96 0.89 

20N1HL 0.78 0.78 0.78 0.97 0.97 0.98 

20N2HL 0.78 0.78 0.78 0.99 0.98 0.99 

 

 

Figure 7. Final ANN architecture selected. 

 

The ANN showed better performance in the 

prediction capacity is observed. Figure 8b shows 

a small scale adjustment, for better appreciation, 

in this image it can be seen that some 

calculations made by the models previously 

published diverge with respect to lower or higher 

energy. This behavior does not show that the 

models were poorly constructed, instead it is 

appreciated that when considering the SFE as a 

numerical data and not as behavior, which is 

affected by the chemical composition, plastic 

deformation, heat treatment and characterization 

technique, any model may fail even including the  

b 

c 

a 
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ANN designed in this work. The final prediction 

capacity ranges of the ANN are presented in 

Table 2, obtaining an excellent field of 

possibilities to predict. 

Table 2. Chemical composition ranges of the ANN. 
 

Chemical 
composition 

Wt% 
Maximum Minimum 

C 0.075 0.0006 

N 0.107 0.001 

Si 1.82 0.01 

Mn 3.95 0.01 

P 0.03 0.004 

S 0.0024 0.0002 

Ni 19.85 10.8 

Cr 24.11 13.09 

Mo 2.7 0.04 

 

 

Figure 8. (a) Comparison between the values of SFE 
characterized and predicted for the SHTWC condition. 
(b) Adjusted figure from 4a. 

 

4. DISCUSSION 

The proposed model can provide a support for 

the design of austenitic SS, in some cases has 

special applications. The sample 

characterization and preparation techniques 

must be considered to control the dispersion 

among the difference between the SFE 

characterized and predicted. It has not been 

reported a specific influence of this process 

parameters in the simulation models developed  

 

 

[12, 24-26]. Thus, we propose the design of ANN 

model based on chemical composition, heat 

treatment and the TEM as a characterization 

technique, the latter due to its accuracy in 

obtaining the dislocation mechanism for the 

austenitic SS. The model can be considered as 

an effective general method for the calculation of 

SFE values, but it is required to carry out further 

investigations with a specific control of the 

parameters aforementioned. Currently, artificial 

intelligence programming does not turn out to be 

a task with the complication as years before, 

there are software such as MATLAB that contain 

interfaces to develop these methods, there are 

also open codes such as Google's TensorFlow, 

Microsoft's ONNX and ACUMOS of the Linux 

foundation projects that allow achieving the 

same purpose [48-50]. The prediction of SFE by 

ANN model is a feasible technique for its use in 

future research and applications for the 

aforementioned. 

 

5. CONCLUSIONS 

A feed forward backpropagation ANN was 

developed to predict the stacking fault energy in 

austenitic SS. The database used was compiled 

from Yonezawa's work. The efficiency obtained 

in the prediction of the SFE for austenitic SS for 

three types of heat treatments was R2=0.99. In 

addition, the proposed ANN was compared with 

other models, including Yonezawa’s research. 

The present model shows an improvement in the 

prediction capability. It was observed in the 

reported models that the effect of the alloy 

processes involved affect the SFE values. In 

order to obtain an effective predictive model it is 

necessary to build an specific database with  

a 
b 
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selected chemical composition range under 

specific heat treatment conditions, sample 

preparation, plastic deformation percentage and 

characterization technique.  
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